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Introduction

Objectives:
General probabilistic analysis for hard real-time systems

Multiple parameters are given as worst case probability distributions

Keywords:
probabilistic Worst Case Execution Time (pWCET)
probabilistic Minimum Inter-arrival Time (pMIT)

Definition: The probabilistic worst case execution time (pWCET) of a
task describes the probability that the worst case execution time of that task is

equal to a given value

Similar for pMIT
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Introduction

The pWCET is an upper bound on the execution times of all possible
jobs of the task
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Introduction

Probabilistic worst case reasoning
Applicable to hard real-time systems

PWCET and pMIT => probabilistic independence
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Model

Single processor
Fixed priorities preemptive (FPP) scheduling

Implicit deadlines

A set of n independent tasks I' = {t,, 7,, ... , T,;}
Each task 1; generates an infinite number of jobs
Jobs are independent of other jobs of the same task and those of other tasks

T;is characterized by:

T, = (G, 7, D))
G, = its pWCET described by a random variable

J; = its pMIT described by a random variable

D, = its relative probabilistic deadline, with the same distribution as 7 (D, = )
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pDWCET

The worst case execution time of task t; has a known probability function

fc,(*)=P(C; =c)

giving the probability that t; has a worst case execution time equal to ¢

Example: C; = ( 2 3 4 )

0,9 0,09 0,01

T _ P(C,=2)=0.9
£l T - P(C;=3)=0.09
. ]

2 3 4
pWCET (Walue)
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pMIT

The minimum inter-arrival time of task t; has a known probability function

fr(®)=P(T; =1)

giving the probability that t; has a minimal inter-arrival time between two
consecutive jobs equal to t

6 7 8
Example: T; = (0,01 0.09 0 9)

A
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Example

Deterministic task-sett = {t,=(C;=2,T,=5),1,=(C,=4,T,=7)}

\ 4

l l deadlineI missed

v

0 1 2 3 4 5 6 7 8

System non-schedulable
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Example

Deterministic task-sett = {t,=(C;=2,T,=5),1,=(C, =4, T,=7)}

15t extension: pWCET

3 4
099 001

e —

Finished execution before deadline

0 1 2 3 4 5 6 7 8

C,>C,

\ 4

v

0.99 probability for 1, to finish before its deadline
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Example

Deterministic task-sett={t,=(C;=2,T,=5),1,=(C, =4, T,=7)}

2d extension: pMIT

5 6
002 098

.

Finished execution before deadline

l l 1 S
I 1 s

0 1 2 3 4 5 6 7 8

T,>J,=

0.98 probability for 1, to finish before its deadline
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Example

Deterministic task-sett = {t;=(C;=2,T,=5),1,=(C, =4, T,=7)}

Combining the two cases:

71=(o.%)2 0.?38) and ‘(*;2:(0_?39 0.4(1)1)

—> T, misses its deadline only when

T, arrives after 5 units of time

AND

T, requires to execute for 4 units of time

= T, has a probability of missing its deadline equal to

0.02 x0.01=0.0002=2 *10*
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Example

Deterministic task-sett={t,=(C;=2,T,=5),1,=(C, =4, T,=7)}

3rd extension: probabilistic deadline

7 38 B, = 7 8

1> 7= 003 097 = 003 097

Finished execution before deadline
w | |

\ 4

v

0 1 2 3 4 5 6 7 8
Total probability of T, missing deadline: 0.02 x 0.01 x 0.03 = 0.000006 = 6 x 10®
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Analysis for pWCET

Ri; = Bi(A;) ® C;®|I; (1)

interference

[ j

N
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Analysis for pWCET and pMIT

We have extended

Ri,j = Bi(}\i,j) ® (iR I; (}\i,j)

to

Rz J o (Rz 1,head s (R%—l,mil R C%’)) R Ppr

Details in the paper !!!
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Resampling

The process of re-sampling a distribution G, consists of reducing
the initial distribution 'G; from n values to k values, while keeping the real-

time characteristic of the original distribution.
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(a) Original distribution
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(b) Re-sampled distribution
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Experimental evaluation

Settings:
» Results are averaged over 100 task-sets;

» Worst-case utilization between 1.5 and 2;
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Experimental evaluation

Experiment 1: Complexity

Decrease in analysis duration when re-sampling of pWWCET and pMIT is perfarmed
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Experimental evaluation

Experiment 2: Improvement with respect to existing analyses
2.1 Varying the size of the pMIT distribution

2.2 Varying the size of the pWCET distribution
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Ayverage OMP over 100 task-sets

Experimental evaluation

2.1 Varying the size of the pMIT distribution

DWP decrease Increase in analysis duration
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Awverage DMP over 100 task-sets
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Experimental evaluation

2.2 Varying the size of the pWCET distribution

OMP decrease Increase in analysis duration

Analysis duration in seconds

#=3 ¥=5
W= 00142 Y = 0.00559

| : —
1 10 100 1000 no re-sampling 1 10 100 1000 no re-sampling
Re-sampling threshold Re-sarmplign threshold
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Conclusions

v' Modeling real-time systems parameters with distributions provides
more information to the analysis, decreasing the pessimism and

overprovisioning in the system
v" The probabilistic analysis can be costly
v’ By using techniques such as re-sampling, these costs can be

significantly reduced with minimal effects on the accuracy of the

analysis
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