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Introduction 

 Objectives: 
 
General probabilistic analysis for hard real-time systems 
 
Multiple parameters are given as worst case probability distributions 
 
 
 Keywords: 
 
probabilistic Worst Case Execution Time (pWCET) 
 
probabilistic Minimum Inter-arrival Time (pMIT) 
 
 
 Definition: The probabilistic worst case execution time (pWCET) of a 
task describes the probability that the worst case execution time of that task is 
equal to a given value 
 
 Similar for pMIT 
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Introduction 

 The pWCET is an upper bound on the execution times of all possible 
jobs of the task 
 

S. Edgar and A. Burns, Statistical Analysis of WCET for scheduling, RTSS 2001 

3 / 21 



06/12/2013 RTSS 2013, Vancouver, Canada 

Introduction 

Probabilistic worst case reasoning  
 
Applicable to hard real-time systems 
 
pWCET and pMIT => probabilistic independence  
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Model 

 Single processor 

 Fixed priorities preemptive (FPP) scheduling 

 Implicit deadlines 

 

A set of n independent tasks Γ = {τ1, τ2, … , τn}  

       Each task τi generates an infinite number of jobs 

       Jobs are independent of other jobs of the same task and those of other tasks 

τi is characterized by: 

τi = (Ci, Ti, Di) 

Ci = its pWCET described by a random variable 

Ti  = its pMIT described by a random variable 

Di = its relative probabilistic deadline, with the same distribution as Ti   (Di = Ti ) 
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pWCET 

Pathological cases 

The worst case execution time of task τi  has a known probability function  

𝒇𝑪𝒊
(•) = P(𝑪𝒊 = 𝒄) 

giving the probability that τi has a worst case execution time equal to c 
 

Example: 𝑪𝒊 =
𝟐 𝟑 𝟒

𝟎, 𝟗 𝟎, 𝟎𝟗 𝟎, 𝟎𝟏
 

 

τi P(Ci = 2) = 0.9 

τi P(Ci = 3) = 0.09 

τi P(Ci = 4) = 0.01 
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pMIT 

The minimum inter-arrival time of task τi has a known probability function  

𝒇𝑻𝒊
(•) = P(𝑻𝒊 = 𝒕) 

giving the probability that τi has a minimal inter-arrival time between two 
consecutive jobs equal to t 

τi 

τi 

τi 

λ                                                        λ+6    λ+7    λ+8 

Example: 𝑻𝒊 =
𝟔 𝟕 𝟖

𝟎, 𝟎𝟏 𝟎, 𝟎𝟗 𝟎, 𝟗
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Example 

Deterministic task-set τ = {τ1 = (C1 = 2, T1 = 5), τ2 = (C2 = 4, T2 = 7)} 

τ1  

τ2  

0           1           2            3           4            5           6            7           8 

deadline    missed 

System non-schedulable 
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Example 

1st extension: pWCET 
 

C2 -> C 2 = 
3 4

0.99 0.01
 

 

τ1  

τ2  

Finished execution before deadline 

0.99 probability for τ2 to finish before its deadline  

0           1           2            3           4            5           6            7           8 

Deterministic task-set τ = {τ1 = (C1 = 2, T1 = 5), τ2 = (C2 = 4, T2 = 7)} 
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Example 

2nd extension: pMIT 
 

T1 -> T 1 = 
5 6

0.02 0.98
 

 

τ1  

τ2  

Finished execution before deadline 

0           1           2            3           4            5           6            7           8 

Deterministic task-set τ = {τ1 = (C1 = 2, T1 = 5), τ2 = (C2 = 4, T2 = 7)} 

0.98 probability for τ2 to finish before its deadline  
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Example 

Combining the two cases: 

T 1 = 
5 6

0.02 0.98
   and C 2 = 

3 4
0.99 0.01

 

 

 τ2 misses its deadline only when  

τ1 arrives after 5 units of time 

AND 

τ2 requires to execute for 4 units of time 

 τ2 has a probability of missing its deadline equal to  

 0.02 x 0.01 = 0.0002 = 2 * 10-4 

Deterministic task-set τ = {τ1 = (C1 = 2, T1 = 5), τ2 = (C2 = 4, T2 = 7)} 
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Example 

3rd extension: probabilistic deadline 
 

T2 -> T 2 = 
7 8

0.03 0.97
       =>      D2 = 

7 8
0.03 0.97

 

τ1  

τ2  

Finished execution before deadline 

0           1           2            3           4            5           6            7           8 

Deterministic task-set τ = {τ1 = (C1 = 2, T1 = 5), τ2 = (C2 = 4, T2 = 7)} 

0.97 probability for τ2 to finish before its deadline  Total probability of τ2 missing deadline: 0.02 x 0.01 x 0.03 = 0.000006 = 6 x 10-6  
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𝑅𝑖,𝑗 = 𝐵𝑖 λ𝑖,𝑗  ⨂ 𝐶𝑖⨂ 𝐼𝑖 λ𝑖,𝑗  

 

convolution 

J. Díaz et al. , Stochastic analysis of periodic real-time systems, RTSS 2002 

Analysis for pWCET 

λ𝑖,𝑗 

τ𝑖 

𝑅𝑖,𝑗 

backlog interference 
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Analysis for pWCET and pMIT 

𝑅𝑖,𝑗 = 𝐵𝑖 λ𝑖,𝑗  ⨂ 𝐶𝑖⨂ 𝐼𝑖 λ𝑖,𝑗  

We have extended  

to 

Details in the paper !!! 
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(b) Re-sampled distribution 

Resampling 

 The process of re-sampling a distribution Ci consists of reducing 

the initial distribution Ci from n values to k values, while keeping the real-

time characteristic of the original distribution. 
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Experimental evaluation 

Settings: 
 
Results are averaged over 100 task-sets; 

 
Worst-case utilization between 1.5 and 2; 
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Experimental evaluation 

Experiment 1: Complexity 
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Experiment 2: Improvement with respect to existing analyses 
 
2.1 Varying the size of the pMIT distribution 
 
2.2 Varying the size of the pWCET distribution 
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Experimental evaluation 
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2.1 Varying the size of the pMIT distribution 

Experimental evaluation 
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2.2 Varying the size of the pWCET distribution 

Experimental evaluation 
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 Modeling real-time systems parameters with distributions provides 

more information to the analysis, decreasing the pessimism and 

overprovisioning in the system 

 

 The probabilistic analysis can be costly  

 

 By using techniques such as re-sampling, these costs can be 

significantly reduced with minimal effects on the accuracy of the 

analysis 

06/12/2013 RTSS 2013, Vancouver, Canada 

Conclusions 
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Thank you for your attention 
 

? 


